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  Lattice Quantum ChromoDynamics (LQCD) 

Quantum ChromoDynamics (QCD) is the theory of strong interactions, whose  
ambition is to explain nuclei cohesion as well as neutron and proton structure,  
i.e. most of the visible matter in the Universe. 

Creation of the universe (matter synthesis right after the BIG BANG) !!! 

The main computational model for Quantum chromodynamics (QCD) investigations 
is the so-called Lattice Quantum ChromoDynamics (LQCD).  

Based on the LQCD model, (large scale) simulations are implemented !!! 

LQCD provides an analytical formalism, the reference for numerical studies. 

In the LQCD model, the space-time is represented by a finite discrete system with  
cartesian coordinates, while the interaction between subparticles is governed by  
strong force theory. 

Solving the Wilson-Dirac system is the most critical computation kernel. 

With a fixed lattice spacing, fine-grained simulations are considered through  
larger lattice volume, thus increasing memory and computation complexities. 



  Wilson-Dirac Operator 

The Wilson-Dirac operator D on a site x (a spinor) of a quark field ψ can be defined as follows 

The application of the Wilson-Dirac operator over all spinors of a quark field can be seen as a 
matrix-vector product, thus the name Wilson-Dirac matrix. 

Monthly CRI Seminar,   Mines ParisTech - CRI 
Juner 06, 2016,  Fontainebleau (France)  

4D  stencil (x, y, z, t): 
(x + 1, y , z, t), (x - 1, y, z, t), (x, y + 1, z, t), (x, y - 1, z, t) 
(x, y , z + 1, t), (x, y, z - 1, t), (x, y, z, t + 1), (x, y, z, t – 1) 



  Evaluation of the Wilson-Dirac Operator 

Using the above factorizations & simplifications leads to an optimal evaluation of Wilson-Dirac. 

Data locality is the main issue that will impact on memory and data communication costs. 
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  Evaluation of the Wilson-Dirac Operator 

In order reduce the cost of irregular memory accesses related to SU(3) matrices, the so-called 
GAUGE-COPY strategy is considered: for each site of the whole lattice, the 8 required SU(3) 
matrices are stored contigously → better memory performance at the expense of redundancy! 

Examples of GAUGE configuration sizes (T × L3) 
sizeof(U) = 3x3x2x8 = 144 bytes in double precision 

L T Sizeof(Us) 
16 32 0.28 GB 
32 64 4.5 GB 
64 128 72 GB 

128 256 2 304 GB 

Parallelism is considered also because of  the global memory requirement (forget disk!) , 

even if work inef>icient!!!


N = LxLyLzLt 
Double precision complex numbers 

Efficient Wilson-Dirac is vital for LQCD simulations as it is evaluated so many times. 
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  Wilson-Dirac System 

This system is an important step the synthesis of a statistical gauge configuration sample. 

The solution of the system, called propagator, appears in the expression of the so-called 
fermionic force, used to update the momenta associated with the gauge fields along a 
trajectory in the Hybrid Monte Carlo (HMC) algorithm. 

Many propagators are computed on a trajectory, they should fullfil the reversibility criteria. 

Large-scale simulations involve huge Dirac matrices with bad condition numbers for small 
pion masses. 
Because of the reversibility condition and the quality expected for the propagators in order to 
be useful for physic, a high numerical precision is required to solve the Dirac system. 

Because of the implicit form of the Dirac matrix and the required precision, iterative methods  
are considered. We should prepare for a huge number of iteration or divergence. 

Large-scale inversions need a combination of state-of-the-art HPC and matrix computation !!! 

LQCD research is active through collaborations (projects) and dedicated supercomputers. 
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  Main Computation Issues 

Large volume of data ( disk / memory / network ) 

Significant number of solvers iterations due to numerical sensitivity   

Redundant memory accesses from interleaving data dependencies 

Use of double precision because of the need for accuracy (hardware penalty) 

Misaligned data (inherent to specific data structures)  

Exacerbates  cache misses (depending on cache size) 
Becomes a serious problem when considering accelarators 
Leads to « false sharing » with Shared-Memory paradigm (Posix, OpenMP) 

Padding is one solution but would dramatically increase memory requirement 

Memory/Computation compromise in data organization (e.g. gauge replication) 
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Important interprocessor communication with distributed memory parallel machines 



  Scalability Wall with Large-Scale LQCD 

High-precision Lattice Quantum ChromoDynamics simulations. 
The ANR project PetaQCD was targeting 256×1283 lattices. 
One evaluation of the Dirac operator on a 256×1283 lattice involves 

G.Grosdidier,  « Scaling stories », PetaQCD Final Review 
Meeting, Orsay, Sept. 27th – 28th 2012 500 Mflops/core 

With our 10,000 cores, we can roughly 
perform 500 × 103 × 106 = 5x109 fps 
 

Our 256×1283 lattice would then  
require 200 seconds ≈ 3 minutes 
for each evaluation of the Dirac  
operator. 

Now, imagine that we have  
to do it 5000 times to solve  
one Dirac linear system !!!  

10 days !!! 

256 × 1283 × 1500 ≈ 1012  (stencil) floating-point operations 
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  Important Facts about Supercomputers 

TITAN CRAY-XK7 the (2012) world fastest supercomputer 
•  299 008 CPU cores (16-cores AMD Opteron 6274) 
•  18 688 NVIDIA Tesla K20 GPUs 
•  Peak: 27.11 PFlop/s. 
•  Sustained: 17.59 PFlop/s (Linpack) 

When it comes to accelerators, data transfer is critical.  

Taking advantage of all aspects of a computing nodes  
requires a complex hybrid/heterogeneous programming .  

Energy is a major concern.  

 Compromise and overlap (scheduling) 

 Code generation and transformation 

 Power aware programming and scheduling. 

HPC investigations should focus on this. 
Performance evolution (Top500.org) 

The following characteristics are becoming a standard 
Several cores (2012 list: 84% ≥ 6 cores and 46% ≥ 8 cores)  

Vector units (with larger vector registers)  

Accelerated (mainly GPU: 62 systems of the 2012 and #1)  

The gap between peak and sustained performances 
on real-life applications is clearly questionable.  

The (peak/sustained) performance of supercomputers 
is increasing significantly (≈ x1014 since 1993). 
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  Supercomputers for LQCD (and stencil applications) 
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  The Way to Efficient Large-scale LQCD on Supercomputers 
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Getting Tianhe-2 RPEAK: 
•  CPU-core frequency: 2.2 Ghz = 2.2 GFlops 
•  Considering the vector capability (256-bit wide - 4 DP): 4 x 2.2 = 8.8 GFlops 
•  Given the CPU can do ADD and MUL in one cycle (FMA): 2 x 8.8 = 17.6 GFlops 
•  Finally the total number of cpu-cores: 3,120,000 x 17.6 Ghz = 54.912 Pflops 

 
 

Clearly, we should exploit all levels of parallelism, if we need to harvest an 
acceptable fraction of the peak performance for large-scale LQCD. 



  Baseline Performance with tmLQCD – 32 × 163 
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We consider a hyperthreaded quad-core machine based on  
•  2.4 GhZ Intel Core i7,  
•  8 GB of DDR3 main memory 
•  private L2 cache of 256 KB per core and  
•  shared L3 cache of 6 MB 
•  256-bit-wide vector instructions with AVX intrinsics.  

 
Thus 

•  4 × 4 = 9.6 GFlops per core in double precision 
•  38.4 GFlops for the whole processor.  

 

Good scaling with hyperthreading, but weak absolute performance. 



  Pool of Tasks  
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Using a pool of tasks seems to improve scalability and global performance 



  Scheduling for both Spinors and SU3 Reuses 
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Additional improvement of the scalability and global performance 



  AoS to SoA plus Vectorisation 
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Good performance up to 4 threads, then memory wall. 



  SU3 Compression and Reconstruct 
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The third row of a SU3 matrix can be reconstructed from its first two rows by taking  
The complex conjugate of their cross product.  

Memory bandwith saving at the expense of the SU3 reconstruct yields a 
significant improvement 



  Experimentations of a Broadwell-based Computer 
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Intel® Xeon® Processor E5-2699 v4 
Released in April 2016 
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  Experimentations of a Broadwell-based Computer 

Good performances on one NUMA node of the Broadwell-based system. 



  Perspectives 

Monthly CRI Seminar,   Mines ParisTech - CRI 
Juner 06, 2016,  Fontainebleau (France)  

Study and implement efficient NUMA awareness  

Investigate other SU3 compressions  

Evaluate the benefit of our implementation on a large-scale DM supercomputer 

Design a virtual communication topology close enough to the physical one  



END & QUESTIONS 

  END 
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